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Results of DDR Detective investigation an
early OCRsystem

Results from a Data Centeriviet May of 2013 describe several JEDEC violations found on
earlyOCP Server. Customer was interested in deploying @&l lservers and wéed more
information on the robustess of the design/manufacturing aednfiguration.
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Here are the results of my visit down to y{jjjjiab on May 28 2013. Even though some of the
violations were repeats from the ones | found at the OCP workshop | will repeat them here for
completeness. As you recall we first ran the DDR3 Detective in the Penguin provided system. It was a
AMD Roadrunner with Samsutg00 16GB registered DIMMS. The motherboard was marked Quanta
and the rework was marked A. eflaced the DDR3 Detective DIMM interposer in the last slot and we
ran the Google StressappVe did not see very high data bus utilization and it was below20%e

time we were monitoring the systenBelow you will see the violations we picked up and a trace

showing each oneNOTE: if this system has some kind of custom setup that is non standard to the
JEDEC spec we will detect false positives. This tealy programmable and the user can enter
whatevercustomsetting the manufacturer wants the tool to test against.

Here is a picture of the tool in the system. We first installed just one interposer in the last slot and then
we installed a second integser in an adjacent slot on the same channel so that we could see if there
were any DIMM to DIMM violationg-or a robust analysis we would advise repeating these tests for all
slots in the system on each channel.
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DDR3 Detective installed in the Penguin AMD RR system

Below is the general setup of tiRDR3 Detective and thEEDEC parameters that we used. These are
from the JEDEC spec and are based onpiked of the bus (we detected 800Mhz clagkich is DDR3



1600, the size of the DIMMSs and the Speed Bin and latency parameters. The latency parameters are
picked up by monitoring the MRS transactions at boot time. The Speed Bin parameters are derived from
those numbers and the specificatioMore details on the speed bin parameters can be seen on page
173 of the DDR3 JEDEC spec. | have checked off the violations we found.
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(V12) ACT To PRE
tRASmin 15 nClks [2-63]

(V28a) REF to REF
tREFIMAX 28080 nCks [2-131071]

(V28b) Average Refresh Interval
tREFI 3120 nCks [2-16383]

(V23a) ZQCS to non-NOP/DES
tZQCS 64  nCks [2-255]

(V2%) ZQCL to non-NOP/DES
m_tZQOPER 256  nCls [2-1023]
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Figure 1: The DDR3 Detective Setup for the AMD OCP RoadRunner System

V6 - Refresh to noANORDesdect including CKE low is less than tRFC

After a Refresh command to a particular Rank the DRAM needs time to recover so the memory
controller may not target commands at it for a certain amount of time after a Refresh Comm¥rel.
saw the system violatéhts on several occasions with different commands. In the trace we saved we
saw it violated on aRREF (meaning REF to REF),ACT, RIDR®Bd We saw this violation on both Rank 0
and Rank1.

Below is a screen shot of one of these violations.
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Columns -~ (i ff 4 K
MO - 240 Clks
1 o 88.7483n3 4 PDE CKEO o 1] 0 1 1 1 1 o o
1 o 81.2486éns o o000 SRX Or PDX CEEOQ o 1 1 1 1 1 1 o o
1 o 7.4999ns3 o 0c78 MRS Rank 0 o 1 1 1 1 1 0 o 1]
1 1] 6.2499ns= o oc7s MRS Rank 1 o 1 1 1 1 1] 1 o o
1 1] 21.2496ns 4 0220 FDE CKEO 0 [4] 0 1 1 1 1 0 (1]
1 o 189.9967ns3 o 0000 SRX Or PDX CEEO o 1 1 1 1 1 1 o 1]
1 1] 138.747éns o 0400 PREA Rank 1 o 1 1 1 1 1] 1 1 o
1 1] 232.4960ns 0 0400 PREA Rank 1 0 1 1 1 1 1] 1 1 (1]
1 o 247.4958ns3 o 0400 PRER Rank 1 o 1 1 1 1 o 1 1 1]
1 o 329.9943ns o 0400 PREA Rank 1 o 1 1 1 1 o 1 1 o
1 o 18.7497ns 2 F7FB ACT Rank 0 Bank=2 Addr=F7FB o 1 1 1 1 1 0 1 o
1 o 36.2494ns o 0400 PRER Rank 0 o 1 1 1 1 1 0 1 o
-10 1 o 14.9997ns o 0400 PREA Rank 1 o 1 1 1 1 o 1 1 o
=l 1 o 17.4997n3 o 1C78 MRS Rank 0 o 1 1 1 1 1 0 o 1]
-8 1 1] 6.2499ns= o 1Cc78 MRS Rank 1 o 1 1 1 1 1] 1 o o
=7 1 1] 18.7497ns 2 F7FB ACT Rank 0 Bank=2 Addr=F7FB 0 1 1 1 1 1 0 1 (1]
-6 1 o 13.7498n3 2 0380 RD Rank 0 B Row=F7FB Column=38 o 1 1 1 1 1 0 o 1
=5 1 1] 66.2489ns 4 43E0 PDE CKEl o 1 o 1 1 1 1 o o
-4 1 o 38.7493ns 0 0020 SR¥ Or PDX CERE1l 0 1 1 1 1 1 1 0 o
=3 1 o 8.7498n3 o 0400 PRER Rank 0 o 1 1 1 1 1 0 1 o
MO -2 1 4] 119,9979ns 1] 0000 REF Rank 0 1] 1 1 1 1 1 0 1] L]
-1 1 o 45.9991ns o 0000 REF Rank 1 o 1 1 1 1 o 1 o o
T 0 1 1] 249,9957ns 2 EIFB ACT Rank 0 Bank=2 Addr=F7FB 1 {1 1 1 1 1 1 1] 1 1]
F 1 1 1 13.7498ns 2 0386 RD Rank 0 Bank=2 Row=F7FB Column=38§ 1 ] 1 1 1 1 1 L] 1] 1
2 1 o 128.7478ns o 0400 PRER Rank 0 o 1 1 1 1 1 0 1 1]
2 1 1] 18.9997ns 4 03E0 PDE CKEO o 1] 1 1 1 1 1 o o
4 1 1] 184.9968ns 0 0400 PREA Rank 1 0 [4] 1 1 1 1] 1 1 (1]
5 1 o 242.4958ns3 o 0400 PRER Rank 1 o 1] 1 1 1 o 1 1 1]
13 1 1] 222.4962ns o 0400 PREA Rank 1 o 1] 1 1 1 1] 1 1 o
T 1 o 15.9997ns 0 0000 PDE CKE1l 0 1] 0 1 1 1 1 0 o
3 1 o 48.7492n3 o 0000 SRX Or PDX CEEl o 1] 1 1 1 1 1 o o
@ 1 o 233.7460ns o 0400 PREA Rank 1 o 1] 1 1 1 o 1 1 o
10 1 o 244.9958ns3 o 0400 PRER Rank 1 o 1] 1 1 1 o 1 1 1]
11 1 1] 3359.9942ns o 0400 PREA Rank 1 o 1] 1 1 1 1] 1 1 o
12 1 1] 19.9%997ns 0 0000 FDE CKE1 0 [4] 0 1 1 1 1 0 (1]
13 1 o 81.2486n3 o 0000 SRX Or PDX CEEO o 1 1 1 1 1 1 o 1]
14 1 1] 7.4999ns o oc7s MRS Rank 0 o 1 1 1 1 1 o o o
15 1 1] 6.2499ns 0 oc7e MRS Rank 1 0 1 1 1 1 1] 1 0 (1]
18 1 o 21.249én3 o 0220 PDE CKEO o 1] 0 1 1 1 1 o o
17 1 o 311.2447ns o o000 SRX Or PDX CEEOQ o 1 1 1 1 1 1 o o
18 1 o 147.4975ns o 0400 PREA Rank 0 o 1 1 1 1 1 0 1 o
13 1 o 158.9997ns o 0220 PDE CKEO o 1] 0 1 1 1 1 o o
20 1 o 183.7468ns o o000 SRX Or PDX CEEOQ o 1 1 1 1 1 1 o o
21 1 o 11.2498n3 2 F7FB ACT Rank 0 Bank=2 Addr=F7FB o 1 1 1 1 1 0 1 1]
1 |
Ready

Figure x: V6 Refresh too close to an ACT (240 clocks vs 280) and Read (251 vs 280) command Rank O
V10ACT to ACT same Rank is less than tRRD

The Activate command opens the bank within a Rank. The JEDEC specification resfuivitsiththe

same Rank AQMATEommands be spaced out property. This system violated it by 1 clock cycle. The
specification says 6 and the DDR3 Detectivendz=d 5. Relatively speaking this was not a frequent

violation but occurred on both Ranks of the slot we were monitoNtigat are the possible

consequences? If the DRAM is not expecting the second ACT to occur so close to the first one it may
miss the second ACT and not open the bank. Subsequent Reads and Writes to this bank would then not
occur as expected.
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-28 1 o 244.9958n3 o 0400 PRER Rank 1 0 1 1 1 1 1] 1
=27 1 o 244.9958ns o 0400 PRER Rank 1 0 1 1 1 1 1] 1
-26 1 o 62.4989ns o 0400 PREA Rank 0 (1] 1 1 1 1 1 1]
-25 1 o 14.9997ns o 0400 PREZ Rank 1 0 1 1 1 1 4] 1
=23 1 o 17.4997ns o 1C78 MRS Rank 0 L] 1 1 1 1 1 1]
=23 1 o 6.2499ns o 1C78 MRS Rank 1 0 1 1 1 1 1] 1
-22 1 o 98.7483ns 4 Q3EQ PDE CKEOQ Q o o 1 1 1 1
=21 1 o 34.9994ns o 0000 SRX Or PDX CKE1l 0 0 1 1 1 1 1
-20 1 o 389.8931ns o 0400 PREAZ Rank 1 0 0 1 1 1 4] 1
=13 1 o 162.4972n3 o 00RO SRX Or PDX CKEO 0 1 1 1 1 1 1
-18 1 o 7.4999ns 1 F4ED 0 1 1 1 1 1 1]
=7 1 o 14.9997ns 1 03E6 (1] 1 1 1 1 1 1]
-16 1 o 4.9989ns 1 03F0 0 1 1 1 1 1 4]
=il 1 o 67.4988ns o 0400 L] 1 1 1 1 1] 1
=iz 1 o 94.9984ns 1 0000 PRE Rank 0 Bank=1 0 1 1 1 1 1 1]
=13 1 o 83.7486ns 5 F4A5 PDE CKEOD 0 o 1 1 1 1 1
-12 1 o 257.4956ns o 0000 SRX Or PDX CKEO 0 1 1 1 1 1 1
-11 1 o 141.2476ns o 0400 PREA Rank 0 0 1 1 1 1 1 4]
-10 1 o 15.9997ns o 0020 EDE CKEOD 0 o 1 1 1 1 1
=z 1 o 11.2498ns o 0000 SRX Or PDX CKEO 0 1 1 1 1 1 1
-8 1 o 6.2499ns 2 F7FB ACT Rank 0 Bank=2 Addr=F7FB (1] 1 1 1 1 1 1]
-7 1 o 14.9997ns z 0382 E B 0 1 1 1 1 1 4]
=3 1 o 4.9999ns 2z 080E L] 1 1 1 1 1 1]
=3 1 o 4.9999ns z 0800 0 1 1 1 1 1 1]
= 1 o 258.9995ns o 0400 0 1 1 1 1 1 1]
-3 1 o 47.4892ns o 0000 0 1 1 1 1 1 4]
-2 1 o 48.9991ns o 0000 BEF Rank 1 0 1 1 1 1 4] 1
MO -1 1 1] 251.2457ng 2 FIFB ACT Rank 0 Bank=2 Addr=F7FB 1] 1 1 1 1 1 0
T 0 1 1] 6.2499ns 1 FIFD ACT Rank 0 Bank=1 Addr=F7FB 1 V10 1 1 1 1 1 0
1 1 1 7.4999ns 2 0838 RD Rank 0 B 1 8 Q 1 1 1 1 1 ]
z 1 o 6.2499ns 1 0A83 RD k 0 Ban 8 0 1 1 1 1 1 4]
3 1 o 137.4976éns o 0400 PREA Rank 0 L] 1 1 1 1 1 1]
4 1 o 15.9997ns o 0020 EDE CKEOD 0 o 1 1 1 1 1
5 1 o 183.7468ns o 0400 PRER Rank 1 0 o 1 1 1 1] 1
13 1 o 414.9928ns o 0400 PREA Rank 1 (1] o 1 1 1 1] 1
T 1 o 18.9997ns o 0000 PDE CKE1 0 0 0 1 1 1 1
8 1 o 81.2486ns o 0000 SRX Or PDX CKEO 0 1 1 1 1 1 1
0l 1 o 7.4999ns o oc78 MRS Rank 0O 0 1 1 1 1 1 1]
10 1 o 6.2459ns o oc78 MRS Rank 1 Q 1 1 1 1 ] 1
11 1 o 144.9975ns o 0400 PREZ Rank 1 0 1 1 1 1 4] 1
12 1 o 282.4950ns o 0400 PREAZ Rank 1 0 1 1 1 1 4] 1
13 1 o 139.997éns3 z F7FB ACT Rank 0 Bank=2 Addr=F7FB 0 1 1 1 1 1 1]
14 1 o 13.7498ns z 0835 RD Rank 0 Bank=2 Row=F7FB 0 1 1 1 1 1 1]
1s 1 o 162.4972ns 2 0000 PRE Rank 0 Bank=2 (1] 1 1 1 1 1 1]
18 1 o 13.7498ns z F7FB ACT Rank 0 Bank=2Z Addr=F7FB 0 1 1 1 1 1 4]
17 1 o 34.999%4ns o 0400 PREA Rank 0 L] 1 1 1 1 1 1]
18 1 o 14.9997ns o 0400 PRER Rank 1 0 1 1 1 1 1] 1
1s 1 o 17.4997ns o 1C78 MRS Rank 0 Q 1 1 1 1 1 ]
20 1 o 6.2489ns o ic7s MRS Rank 1 0 1 1 1 1 4] 1
21 1 o 18.7497ns 2z FIFB ACT Rank 0 Bank=2Z Addr=F7FB 0 1 1 1 1 1 4]
2z 1 o 14.9997ns z 0380 RD Rank 0 B 2 FE 8 0 1 1 1 1 1 1]
z3 1 o 4.9999ns z 0816 RD Rank 0 Ban B (3 0 1 1 1 1 1 1]
24 1 o 4.9999ns 2 0808 R B (1] 1 1 1 1 1 1]
25 1 o 4.9989ns z 0800 R Bar 0 1 1 1 1 1 4]
28 L] n 174 003Ana n nann DDFA Danl A n a a 1 1 L] n

Figure y: ACTIVATE to ACTIVATE too close together on the same Rank



V12- ACTIVATE to a PRECHARQESs than tRASmIn

This is a violation that we saw at the OCP workshop and AMD said was a BIOS setting issue. Here it is
again on the system we $&ed at your data centeiThis time the numbers are a bit different because

this system was running at 1600 and the system at the OCP workshop was running at 800. However the
violation is the samel clock cycle.

Basedhe settings 2%locks is the cl@st these two commands can ever appear on the bus. We saw
this violated thousands of times. Here is the trace that shows one such viol&tme.M2to T

measures 28 clocks and the violation is Zb these two commands are one clock period too close
together.
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1 0 244.9958ns 0 0400 PREA Rank 1 [+] [+] 1 1 1 0

1 o 144.9975ns o 0400 PREAR Rank 1 o o 1 1 1 o

1 o 19.9997ns o 0020 PDE CEKE1 o o o 1 1 1

1 o 79.9986ns o 0000 SRX Or PDX CEE1l o o 1 1 1 1

1 o 1.2500ns o 0000 SRX Or PDX CEEO o 1 1 1 1 1

1 o 7.4999ns o oc78 MRS Rank 0 o 1 1 1 1 1

1 o 6.2499ns o oc78 MRS Rank 1 o 1 1 1 1 o

1 o 287.4951ns o 0400 PREAR Rank 1 o 1 1 1 1 o

1 o 242.4958ns o 0400 PREAR Rank 1 o 1 1 1 1 o

=5 1 o 327.4944ns o 0400 PREA Rank 1 1] 1 1 1 1 o

=5 1 o 19.9997ns 4 03E0 PDE CKEO 1] 1] 1] 1 1 1

=Gy 1 o 174.9970ns o s1sli] SRX Or PDX CKEO 1] 1 1 1 1 1

=3 1 o 329.9943ns o 0400 PREA Rank 1 1] 1 1 1 1 o

-z 1 o 242.4958ns o 0400 PREA Rank 1 1] 1 1 1 1 o

M2 -1 1 1] 249,9907ns 2 ETFB ACT Rank 0 Bank=2 Addr=F7FB 4] 1 1 1 1 1

T 0 1 1] 34.9994ns 1] 0400 PREA Rank 0 1 12 1 1 1 1 1

1 1 o 14.9997ns o 0400 PREA Rank 1 1] 1 1 1 1 o

2 1 0 17.4997ns 0 ic78 MRS Rank 0 [+] 1 1 1 1 1

=) 1 0 6.2499ns 0 ic78 MRS Rank 1 [+] 1 1 1 1 0

4 1 0 18.7497ns 2 F7FB ACT Rank 0 Bank=2 Addr=F7FB [+] 1 1 1 1 1

5 1 0 13.7498ns 2 083a RD Rank 0 Bank=2 Row=F7FB Column=3AQ 0 1 1 1 1 1

[ 1 0 66.2489ns 6 43E2 FDE CKE1 [+] 1 [+] 1 1 1

7 1 0 29.9995ns 0 4020 SRX Or PDX CKE1l [+] 1 1 1 1 1

8 1 0 17.4997ns 0 0400 PREA Rank 0 [+] 1 1 1 1 1

I 9 1 1 19.9997ns 0 00E8 PDE CKEO o o 1 1 1 1
10 1 o 188.7468ns o 0020 SRX Or PDX CEEO o 1 1 1 1 1

I 11 1 o 6.2499ns 2 F7FB ACT Rank 0 Bank=2 Rddr=F7FB o 1 1 1 1 1
1z 1 o 13.7498ns 2 0380 RD Rank 0 Bank=2 Row=F7FB Column=38 o 1 1 1 1 1

13 1 o 113.7480ns o 0400 PREA Rank 0 o 1 1 1 1 1

14 1 o 19.9997ns 4 02R0 PDE CEKEO o o 1 1 1 1

15 1 o 58.7490ns o 4020 SRX Or PDX CEEO o 1 1 1 1 1

I 16 1 o 6.2499ns 2 F7FB ACT Rank 0 Bank=2 Rddr=F7FB o 1 1 1 1 1
aly) 1 o 14.9997ns 2 0808 RD FB o 1 1 1 1 1

I 18 1 o 4.9999ns 2 0800 B 1] 1 1 1 1 1
I al] 1 o 44.9992ns o 0400 1] 1 1 1 1 o
20 1 1 117.4980ns 2 s1sli] PRE Rank 0 Bank=2 1] 1 1 1 1 1

21 1 o 87.4985ns o 0400 PREA Rank 0 1] 1 1 1 1 1

ZZ 1 o 19.9997ns 4 02A0 PDE CKEO 1] 1] 1 1 1 1

‘ 23 1 o 122.4979ns o 0400 PREA Rank 1 1] 1] 1 1 1 o
24 1 o 19.9997ns 4 0220 PDE CEEl 1] 1] 1] 1 1 1

25 1 o 81.2486ns o oooo SRX Or PDX CEEOQ o 1 1 1 1 1

26 1 0 7.4999ns 0 oc78 MRS Rank 0 [+] 1 1 1 1 1

27 1 0 6.2499ns 0 oc78 MRS Rank 1 [+] 1 1 1 1 0

28 1 0 21.2496ns 4 03E0 EDE CKEO [+] [+] [+] 1 1 1

29 1 0 6.2499ns 2 0021 SRX Or PDX CKEO [+] 1 1 1 1 1

‘ 30 1 0 318.9945ns 0 0000 REF Rank 0 [+] 1 1 1 1 1
31 1 0 49.9991ns 0 0000 REF Rank 1 [+] 1 1 1 1 0

| 3z 1 0 301.2448ns 0 ic78 MRS Rank 0 [+] 1 1 1 1 1
33 1 o 6.2499ns o iCc78 MRS Rank 1 o 1 1 1 1 o

34 1 o 18.7497ns 2 F7FB ACT Rank 0 Bank=2 Rddr=F7FB o 1 1 1 1 1

35 1 o 13.7498ns 2 081A RD Rank 0 Bank=2 Row=F7FB Column=1AQ} 0 1 1 1 1 1

36 1 o 114.9980ns o 0400 PREA Rank 0 o 1 1 1 1 1

3T 1 0 19.9997ns t 03E0 PDE CEEO 1] 1] 1 1 1 1

= « .
Ready

Figure 2: ACT command too close to a PRECHARGE command same bank

The JEDEC specification is a DRAM spec. That means it describes the behavior that the DRAM expects.
An ACT command opens a bank and a PRECHARGE command closes it. Tue®R#Mpect these



transactions to be 28lock periods apart. At a baneinimum it expects them to be 28ocks aparat
these speedsThe effect this has on the DRAM is unknown. One hypothesis is that it may not properly
close the bank. If that the case data corruption could occur.

V28bc¢ Average Refresh Interval tREFI

Next up isa Refresh@mmandviolation V28b We have seen this one in the past and | know AMD had
some concern about the 128 interval that we chose to do the average &\MD is correct that 128 as

the number of Refresh intervals that we do the average over is not in the specification. In fact no
guidance is given in the spec for what number of Refresh intervals to perform the average over. We
chose 128 after consultingiti a few vendors. It would be great if we had an industry wide standards
02Re GKIG ¢2dd R RSFTAYS G(GKAa o0dzi 6S R2y Qi 2 S §2dz
should be. In any evemefresh is important. DRAM stands BymamicRandom &cess Memory and

as such they need to be Refreshed. If the DRAM is not refreshed properly it will lose state and data
corruption will occur. This is tricky to measure as the spec allows for some leeway. What we do is
average the number of clocks of thefresh interval over 128 rollingfresh intervas. To be specific we
count the clocks between refreshes then over 128 intervals we average then. Every refresh interval we
average the last 128 intervals. If the average is greater than the spec veeViglgtion We saw this
violation on each of the two ranks of the slot we were in. | captured the failure for Rank 0 and it is
shown below. Note the tool has sophisticated hardware filtering so | am able to accurately capture only
the refreshes with pper time tags.



Figure x Refresh intervadhould average 6240 clocks but averages 626&ksover the last 128
intervals.

| lookedat all128 intervals of this particular trace and | calculated that for this trigger the average

worked out to be6269 If you look back up at Figuref@ the spec value you will see 62dlbcks. So

on averagehis system was 28locks too slow per intervalith its refreshes to Rank 0 of this DIMNh

the system we looked at during the OCP workshop it was 8 clocks on average too slow with its refreshes.
Given the speed differences the raw time works out to be 36.25ns for this system and 20ns for the
systemrunning at 800MT/s. This is an average time per interval too slow on the Refreshes.



